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A COUPLED INCOMPRESSIBLE FLOW SOLVER ON
STRUCTURED GRIDS

M. Darwish, I. Sraj, and F. Moukalled
Department of Mechanical Engineering, American University of Beirut,
Riad El Solh, Beirut, Lebanon

This article deals with the formulation, implementation, and testing of a fully coupled velo-

city–pressure algorithm for the solution of laminar incompressible flow problems. The tight

velocity–pressure coupling is developed within the context of a collocated structured grid,

and the systems of equations involving velocity and pressure are solved simultaneously.

The pressure and momentum equations are derived in a way similar to a segregated SIM-

PLE algorithm [1], yielding an extended set of diagonally dominant equations. An

algebraic multigrid solver is used to accelerate the solution of the extended system of equa-

tions. The performance of the newly developed coupled algorithm is evaluated by solving

three test problems showing the effects of grid size, mesh skewness, large pressure gradients,

and large source terms on the convergence behavior. Results are presented in the form of

convergence history plots and tabulated values of the maximum number of required itera-

tions, the total CPU time, and the CPU time per control volume. This latter performance

indicator is shown to be nearly independent of the grid size.

INTRODUCTION

In the numerical solution of fluid flow problems, the discretized Navier-Stokes
equations can be solved following either a segregated or a coupled approach. In the
segregated approach, the systems of equations for all variables are solved sequen-
tially using fixed, best-estimate values of other dependent variables. This is in con-
trast to the coupled approach, in which the discretized equations of all variables
are solved as one system. Although the coupled-versus-segregated issue is not related
directly to the velocity–pressure algorithm, it has traditionally been the case that
pressure-based methods, which are the subject of this work, follow a segregated
approach, whereas density-based algorithms follow a coupled approach. This situ-
ation owes more to the development history of the pressure-based algorithms rather
than to any algorithmic limitation.

The segregated pressure-based approach gained popularity in the early 1970s
through the development of the SIMPLE algorithm (Semi-Implicit Method for
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Pressure Linked Equations) [1] for the solution of incompressible flows. The compu-
tational fluid dynamics (CFD) community widely adopted the SIMPLE algorithm,
which led to the development of a family of SIMPLE-like algorithms [2–4]. The work
of Rhie and Chow [5] and Hsu [6] further advanced the application area of the SIM-
PLE-like algorithms by enabling the use of a collocated variable arrangement [7] and
thereby setting the groundwork for a geometric flexibility similar to that of the finite-
element method (FEM) [8].

The first pressure-based coupled solver was developed prior to the SIMPLE
algorithm, by Carretto et al. [9] under the acronym SIVA (SImultaneous Variable
Arrangement). However, in spite of its merits, the SIVA algorithm was quickly over-
shadowed by the SIMPLE algorithm, which combined low memory requirement
with coding simplicity, which were the two decisive factors given the state of com-
puter technology at that time. Later work resulted in the development of several
pressure-based coupled algorithms, which can be divided into two groups. In the first
group, the Navier-Stokes equations are discretized in a straightforward manner, i.e.,
no pressure equation is introduced. Examples in this group include the symmetric
coupled Gauss Seidel (SCGS) algorithm of Vanka [10], the UVP method of Karki
and Mongia [11], the method of Braaten [12], and, more recently, the body implicit
procedure (BIP) of Mazhar [13]. The absence of a pressure equation in the aforemen-
tioned algorithms leads to an ill-conditioned system of equations because of the
presence of zeros in the main diagonal of the continuity equation. These zeros are
treated either by preconditioning [13, 14] or through the use of a penalty formulation
[15], or by an algebraic manipulation as in the work of Zedan and Schneider [16] and
Galpin et al. [17]. In all cases, these treatments may give rise to stiff equations.

NOMENCLATURE

a/
P; a/

F . . . coefficients in the discretized

equation for /
b/

P source term in the discretized

equation for /
dPF vector joining the grid points P

and F

DP matrix D operator

g geometric interpolation factor

H½/� H operator

H½v� vector form of the H operator
_mmf mass flow rate at control-volume

face f

p pressure

P main grid point

Q general source term

S surface vector

u; v velocity components in x and

y directions, respectively

v velocity vector

C diffusion coefficient

m dynamic viscosity

/ general scalar quantity

XP volume of the P cell

q fluid density

Subscripts

e refers to the east control-volume face

E refers to the east grid point

f refers to control-volume face

F refers to the F grid point

nb refers to values at the faces obtained

by interpolation between P and its

neighbors

NB refers to the neighbors of the P

grid point

P refers to the P grid point

x, y refers to x and y directions

Superscripts

p refers to pressure

u refers to the u-velocity component

v refers to the v-velocity component

x refers to x direction

y refers to y direction

refers to an interpolated value
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In the second group, a pressure equation is derived in the same way as in the
SIMPLE algorithm, yielding an extended set of diagonally dominant equations.
Within this group, two approaches are followed. In the first [18], a pressure equation
involving pseudo-velocities, as in the SIMPLER algorithm [3], is used. In the second,
a segregated pressure equation is developed without the addition of new variables
[19]. Using the control-volume finite-element method (CVFEM), Lonsdale [20] fol-
lowed the second approach and reported impressive convergence rates and good
scaling behavior with dense meshes. However, Lonsdale’s algorithm did not prove
to be robust [21]. In later work, using the Rhie-Chow interpolation, Webster
[21, 22] improved on Lonsdale’s work and showed that substantial improvement
in convergence and decrease in computational time can be achieved through the
use of coupled algorithms.

The work presented in this article can be viewed as a continuation of the work
of Webster in the context of the finite-volume method (FVM). The tight velocity–
pressure coupling is developed on a collocated structured grid, and the systems of
equations involving velocity and pressure are solved simultaneously. Following
Lonsdale [20] and Webster [21, 22], an algebraic multigrid solver is used to accelerate
the solution of the extended system of equations. The performance of the coupled
algorithm is evaluated by solving three test problems showing the effects of grid size,
mesh skewness, large pressure gradients, and large source terms on the convergence
behavior. The focus of the evaluation is to investigate the scalability of the coupled
algorithm with increasing mesh density in terms of the number of iterations and
CPU time per grid point.

In the remainder of this article, a brief description of the finite-volume discre-
tization process is given, followed by a short review of the Rhie-Chow interpolation
used in this work. The coupled algorithm is presented and its implementation
detailed. Finally, a number of problems are solved to illustrate the advantages of
the fully coupled strategy.

FINITE-VOLUME DISCRETIZATION

The conservation equations governing steady, laminar, incompressible
Newtonian fluid flow are given by

r: qvð Þ ¼ 0 ð1Þ

r � ðqvvÞ ¼ r � ðmrvÞ � r � pI ð2Þ

These equations can be expressed in the general form

r � ðqv/Þ ¼ r � ðCr/Þ þQ ð3Þ

where the values of / and C differ depending on the equation represented.
In the FVM, the domain is discretized by dividing it into a number of control

volumes, each associated with a main grid point placed at its geometric center.
The discretization of the governing conservation equations is accomplished by
integrating the general transport equation over the control volume displayed in
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Figure 1a, to yieldZZ
X
r � ðqv/Þ dX ¼

ZZ
X
r � ðCr/Þ dXþ

ZZ
X

Q dX ð4Þ

Using the divergence theorem, the volume integrals in Eq. (4) are transformed into
surface integrals as I

qX
ðqv/Þ � dS ¼

I
qX
ðCr/Þ � dSþ

ZZ
X

Q dX ð5Þ

Then, evaluating these integrals using a second-order integration scheme
(trapezoidal rule), Eq. (5) becomesX

f¼nbðPÞ
ðqv/� Cr/Þf � Sf ¼ QPXP ð6Þ

Figure 1. (a) Control volume. (b) Schematic of the Rhie-Chow interpolation.
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Finally, the equation is transformed into an algebraic equation by expressing
the variation in the dependent variable and its derivatives in terms of the grid-point
values. The resulting equation, linking the value of the dependent variable at the
control-volume center to the neighboring dependent variable values, is written as

a/
P/P þ

X
F¼NBðPÞ

a/
F/F ¼ b/

P ð7Þ

For an upwind (zero-order) profile for convection and a symmetric linear
profile for diffusion, the coefficients are given by

a/
P ¼

X
f¼nbðPÞ

Cf
Sf � Sf

Sf � dPF
þ _mmf ; 0
�� ��� �

a/
F ¼ Cf

Sf � Sf

Sf � dPF
þ _mmf ; 0
�� ��

b/
P ¼ QPXP

ð8Þ

where

_mmf ¼ ðqvÞf � Sf ð9Þ

The above equation could equivalently be written as

/P þ

P
F¼NBðPÞ

aF/F � bP

aP
¼ 0 or /P þHP½/� ¼ 0 ð10Þ

For the momentum equation, the pressure gradient term is explicitly displayed as

vP þHP½v� ¼ �DPrpP with DP ¼
du

P 0
0 dv

P

� �
¼

XP

au
P

0

0 XP

av
P

" #
ð11Þ

For the continuity equation, the following discrete form is used:X
f¼nbðPÞ

_mmf ¼ 0 ð12Þ

THE RHIE-CHOW INTERPOLATION

The development of the Rhie-Chow interpolation procedure [5] for the calcu-
lation of the velocity components at a control-volume face enabled the formulation
of the SIMPLE algorithm on collocated grids. In this procedure the interface
velocity vector is obtained by constructing a pseudo-momentum equation at the
control-volume face from the momentum equations of cells P and F (Figure 1b)
straddling the interface. These equations are given by

vP þHP½v� ¼ �DPrpP and vF þHF ½v� ¼ �DFrpF ð13Þ

The pseudo-momentum equation for vf should be similar to Eq. (13) and can
be written as

vf þHf ½v� ¼ �Dfrpf ð14Þ
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Because on a collocated grid the coefficients of this equation cannot be com-
puted directly, they are approximated by interpolation from the coefficients of the
neighboring nodes. Using a simple linear interpolation profile, these coefficients
are computed as

Hf ½v� ¼ gf HP½v� þ ð1� gf ÞHF ½v� ¼ Hf ½v�
Df ¼ gf DP þ ð1� gf ÞDF ¼ Df

�
ð15Þ

where gf is a geometric interpolation factor (gf ¼ 1=2 for a uniform grid). Using
these values for Hf and Df , the pseudo-momentum equation at the control-volume
face becomes

vf þHf ½v� ¼ �Dfrpf ð16Þ

In terms of velocity and pressure, Hf ½v� can also be expressed as

Hf ½v� ¼ gf ½�vP �DPrpP� þ ð1� gf Þ½�vF �DFrpF � ¼ �vf �Df rpf ð17Þ

Substituting into Eq. (16), the interface velocity vector is obtained as

vf ¼ vf|{z}
average velocity

�Df ðrpf �rpf Þ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
correction term

ð18Þ

The prominent feature of Eq. (18) is the strong dependence of the face velocity
on the pressure of the adjacent cells, which closely resembles the staggered-grid prac-
tice [23, 24].

THE COUPLED ALGORITHM

In the coupled approach, the continuity and momentum equations are solved
simultaneously to obtain pressure and velocity fields that satisfy them both. Rather
than a pressure-correction equation, a pressure equation is derived from the conti-
nuity equation. The discretization of the momentum and continuity equations in
the coupled approach differs from the segregated approach in few details.

The discretization starts by integrating the momentum equation over the
control volume shown in Figure 1 to yieldZZ

X
r � ðqvvÞ dX ¼

ZZ
X
r � ðmrvÞ dX�

ZZ
X
r � pI dXþ

ZZ
X

b dX ð19Þ

Next, changing the volume integrals of the convection, diffusion, and pressure
gradient terms into surface integrals through the use of the divergence theorem
results in I

qX
ðqvvÞ � dS ¼

I
qX
ðmrvÞ � dS�

I
qX

pI � dSþ
ZZ

X
b dX ð20Þ

Then, replacing the surface integrals with discrete summations over the faces of
the control volume, the following semidiscretized equation is obtained:X

f¼nbðPÞ
ðqvv� mrvÞf � Sf þ

X
f¼nbðPÞ

pf Sf ¼ bPXP ð21Þ
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Last, discretizing Eq. (21), as described earlier, and noting that

pf ¼ gf pP þ ð1� gf ÞpF ð22Þ

the final forms of the discretized momentum equations can be written as

auu
P uP þ auv

P vP þ aup
P pP þ

P
F¼NBðPÞ

auu
F uF þ

P
F¼NBðPÞ

auv
F vF þ

P
F¼NBðPÞ

aup
F pF ¼ bu

P

avv
P vP þ avu

P uP þ avp
P pP þ

P
F¼NBðPÞ

avv
F vF þ

P
F¼NBðPÞ

avu
F uF þ

P
F¼NBðPÞ

avp
F pF ¼ bv

P

8>><
>>:

ð23Þ

where the coefficients of the pressure terms are given by

aup
P ¼

X
f¼nbðPÞ

gf Sx
f aup

F ¼ ð1� gf ÞSx
f

avp
P ¼

X
f¼nbðPÞ

gf Sy
f avp

F ¼ ð1� gf ÞSy
f

ð24Þ

and the remaining coefficients are given as in Eq. (8). It should be noted that the
single-underlined terms are due to the pressure gradient, which is now implicitly dis-
cretized, while the double-underlined terms are present only at the wall boundaries
and are due to the way in which the shear stresses at the walls are evaluated.

The semidiscretized form of the continuity equation, obtained following the
same procedure as outlined above, is given byX

f¼nbðPÞ
qf vf � Sf ¼ 0 ð25Þ

Using the Rhie-Chow interpolation, the continuity equation becomesX
f¼nbðPÞ

qf vf �Df ðrpf �rpf Þ
� �

� Sf ¼ 0 ð26Þ

In its expanded form, Eq. (26) is expressed asX
f¼nbðPÞ

qf ð�Dfrpf Þ � Sf þ
X

f¼nbðPÞ
qf vf � Sf ¼

X
f¼nbðPÞ

qf ð�Df rpf Þ � Sf ð27Þ

Noting that

vf ¼ gf vP þ ð1� gf ÞvF ð28Þ

the final form of the continuity or pressure equation is written as

app
P pP þ apu

P uP þ apv
P vP þ

X
F¼NBðPÞ

app
F pF þ

X
F¼NBðPÞ

apu
F uF þ

X
F¼NBðPÞ

a pv
F vF ¼ b p

P ð29Þ
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where the coefficients in the underlined velocity terms are given by

apu
P ¼

X
f¼nbðPÞ

gf Sx
f apu

F ¼ ð1� gf ÞSx
f

apv
P ¼

X
f¼nbðPÞ

gf Sy
f apv

F ¼ ð1� gf ÞSy
f

ð30Þ

and the expressions of the remaining coefficients are the same as their counterparts
in the pressure-correction equation of the segregated algorithm [4].

Combining the discretized momentum [Eq. (23)] and continuity [Eq. (29)]
equations, the following system of equations, written in matrix form, at every grid
point of the domain is obtained:

auu
P auv

P a
up
P

avu
P avv

P avp
P

a pu
P a pv

P a pp
P

2
4

3
5 uP

vP

pP

2
4

3
5þ X

F¼NBðPÞ

auu
F auv

F a
up
F

avu
F avv

F avp
F

a pu
F a pv

F a pp
F

2
4

3
5 uF

vF

pF

2
4

3
5 ¼ bu

P

bv
P

b
p
P

2
4

3
5 ð31Þ

The collection of all such systems over the domain results in a system of equa-
tions whose size depends on the number of grid points used. In matrix form this sys-
tem is given by

auu
P auu

N1
auu

N2
aup

P aup
N1

aup
N2

auu
N1

auu
P auu

N2
a

up
N1

a
up
P a

up
N2

avv
p avv

N1
avv

N2
avp

p a
vp
N1

a
vp
N2

avv
N1

avv
P avv

N2
a

vp
N1

a
vp
P a

vp
N2

a
pu
P a

pu
N1

a
pu
N2

a
pp
P a

pv
N1

a
pv
N2

app
p a

pp
N1

a
pp
N2

apu
N1

app
P apu

N2
apv

N1
app

P apv
N2

app
N1

app
P app

N2

2
6666666666666666666666666666666666666664

3
7777777777777777777777777777777777777775

u1

u2

�
�
�
�

v1

v2

�
�
�
�

p1

p2

�
�
�
�

2
6666666666666666666666666666666666666664

3
7777777777777777777777777777777777777775

¼

buu
1

buu
2

_

�
�
�

bvv
1

bvv
2

�
�
�
�

bpp
1

b
pp
2

�
�
�
�

2
6666666666666666666666666666666666666664

3
7777777777777777777777777777777777777775

ð32Þ

As is evident, the variables in the different equations are treated implicitly. This
practice is the cornerstone of the coupled algorithm approach and is the source of the
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convergence acceleration. Moreover, no pressure correction is applied to the velocity
field, because the system of equations resolves all variables simultaneously.

The overall coupled algorithm can be summarized as follows.

1. Start with the nth iteration values _mm
ðnÞ
f ; v

ðnÞ; pðnÞ
	 


:
2. Assemble and solve the momentum and continuity equations for v� and p�.
3. Assemble _mm�f using the Rhie-Chow interpolation.
3. Solve sequentially all other scalar equations.
4. Return to the first step and repeat until convergence.

RESULTS AND DISCUSSION

The performance of the coupled algorithm is assessed by presenting solutions
to three laminar, incompressible fluid flow problems: (1) flow behind a backward-
facing step, (2) lid-driven flow in a skew cavity, and (3) natural convection in a
trapezoidal cavity. For all problems results are generated using six grid sizes with
values of 104, 3� 104, 5� 104, 105, 2� 105, and 3� 105 control volumes. The largest
grid used was limited by the computational resources available and not because of
any algorithmic limitation. The same initial guess was used for all grid sizes, and
computations were stopped when the maximum residual of all variables, defined as

ðRESÞ/¼max
N

i¼1

a/
P
/Pþ

P
F¼NBðPÞ

a/
F
/F�b/

P

����
����

a/
FP

/scale

where

/scale¼maxð/P;max�/P;min; /P;maxÞ /P;max¼max
N

i¼1
ð/PÞ /P;min¼min

N

i¼1
ð/PÞ

8>>>>><
>>>>>:

ð33Þ

became smaller than a vanishing quantity e, which was set at 10�5. All computations
were performed on a MacBook Pro computer with a 2.16-GHz Intel Core Duo pro-
cessor and 2 GB of RAM.

Results for all the grid networks used are presented in the form of convergence
history plots with tabulated values of the maximum number of iterations required,
the total CPU time, and the CPU time per control volume.

Problem 1: Flow behind a Backward-Facing Step

Separated flows behind steps arise in many practical situations such as in elec-
tronic equipment and combustors. Because of its practical importance, this problem
has become an important validation test for CFD code developers and is used here
to check the effect of a high pressure gradient on the performance of the coupled
approach. The geometry of the case considered is illustrated in Figure 2a and con-
sists of a channel with a length L ¼ 150 mm and a height H ¼ 10 mm, with a step
at the inlet with dimension S ¼ 4.9 mm. The problem is solved for a Reynolds num-
ber value, based on the hydraulic diameter, of 200.
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Results are validated by comparing predictions generated by the coupled approach
against those obtained from a commercial segregated CFD code and are presented in
Figure 2b. As shown, the u- and v-velocity profiles across the channel at a distance of
4 mm from the inlet (within the recirculation zone) predicted by both methods fall on
top of each other, demonstrating the correct implementation of the coupled solver.

A summary of the number of iterations, the CPU time, and CPU time per con-
trol volume are presented for all grid sizes in Table 1. As depicted, the number of
iterations varies between 18, for a grid size of 10,000 control volumes, and 27, for
a grid size of 300,000 control volumes. The CPU time increases from 20.28 s for
the case of 10,000 control volumes to 937.53 s for the case of 300,000 control
volumes. A more indicative performance parameter is the CPU per control volume,
which increases from 0.00203 s to 0.00313 s when the grid size increases from 10,000
to 300,000 control volumes. This represents around a 50% increase in the solution
cost per control volume for a 2,900% increase in the mesh size. This performance
of the coupled solver is further demonstrated by the residual history plots of the
continuity and momentum equations for all grid sizes presented in Figures 3a–3f.

Figure 2. (a) Physical situation and streamlines of the flow behind a backward-facing step. (b) Compari-

son of predictions obtained with the newly coupled solver against results generated by using a commercial

code for the flow behind a backward-facing step.
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As shown, the convergence paths for all cases are similar, and the convergence rate is
nearly independent of the grid size.

Problem 2: Lid-Driven Flow in a Skew Cavity

This problem has also become a standard CFD test case. It is used here to check the
performance of the coupled approach in predicting recirculating flows on nonorthogonal
grids. A schematic of the physical situation and streamlines are depicted in Figure 4a.
Results are presented for a value of Reynolds number (Re ¼ qUL=m, L the cavity height
or width and U the velocity of the top horizontal wall) of 1,000. The side walls are skewed
at an angle of 60� with respect to the horizontal.

Results are validated by comparing predictions generated by the coupled
approach against those obtained from a commercial segregated CFD code and are
presented in Figure 4b. As shown, the u- and v-velocity profiles along the horizontal
centerline of the cavity predicted by both methods fall on top of each other, demon-
strating again the correct implementation of the coupled solver.

A summary of the number of iterations, the CPU time, and CPU time per con-
trol volume are presented for all grid sizes in Table 2. As depicted, the number of
iterations varies between 17, for a grid size of 10,000 control volumes, and 20, for
a grid size of 300,000 control volumes (with 21 iterations being required for the
200,000 control volumes case). The CPU time increases from 30.08 s for the case
of 10,000 control volumes to 1272.14 s for the case of 300,000 control volumes.
On the other hand, the CPU per control volume increases from 0.00308 s to
0.00424 s when the grid size increases from 10,000 to 300,000 control volumes (with
the value for the 200,000 control volumes being slightly higher at 0.00439 s). This
represents around a 38% increase in the solution cost per control volume for a
2,900% increase in the mesh size. This performance of the coupled solver is further
demonstrated by the residual history plots of the continuity and momentum equa-
tions for all grid sizes presented in Figures 5a–5f. Again, the plots reveal that the
convergence paths for all cases are similar and the convergence rate is nearly
independent of the grid size.

Problem 3: Buoyancy-Induced Flow in a Trapezoidal Cavity

A schematic of the physical situation under consideration and streamlines are
shown in Figure 6a. The cavity is similar to the one analyzed in [25, 26] and has a

Table 1. Number of iterations and computation time required by the coupled

solver for the flow behind a backward-facing step

Size Iterations CPU (s) CPU=CV (s)

10,000 18 20.28 0.00203

30,000 18 59.04 0.00197

50,000 19 97.8 0.00196

100,000 21 238.3 0.00238

200,000 25 491.72 0.00246

300,000 27 937.53 0.00313

CV, Control volume.
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width L that is 4 times the height H of the short vertical wall. The inclination of the
top of the cavity is fixed at 15�. The solution for natural convection within the cavity
is obtained for the case where the left short vertical wall of the cavity is maintained
at the dimensionless uniform hot temperature hh ¼ 1 and the right long vertical
wall is maintained at the dimensionless uniform cold temperature hc ¼ 0. The
lower horizontal base and upper inclined plane of the cavity are insulated.
The equations governing the flow and heat transfer are those expressing the conser-
vation of mass, momentum, and energy. The flow is assumed to be laminar, steady,

Figure 4. (a) Physical situation and streamlines of the lid-driven flow in a skew cavity. (b) Comparison of

predictions obtained with the newly coupled solver against results generated using a commercial code for

the lid-driven flow in a skew cavity.
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and two-dimensional, with constant fluid properties, except for the induced varia-
tions in the body force term. Thus, the physical model requires solving the energy
equation in addition to the Navier-Stokes equations while adding the body force
term to the y-momentum equation (in the direction of gravity). This temperature-
dependent body force term is treated as a source term and by adopting a Boussinesq
formulation, it is written in a dimensionless form as

By ¼
Ra

Pr
h ð34Þ

where h is the dimensionless temperature (as defined in [25, 26]), Ra is the Rayleigh
number, and Pr is the Prandtl number. The problem is solved for Ra ¼ 105 and
Pr ¼ 1. This problem serves as a check on the performance of the new algorithm
when sequentially solving the energy equation with the coupled hydrodynamic equa-
tions in the presence of a large source term on nonorthogonal grids.

Results are validated by comparing predictions generated by the coupled
solver against segregated values reported in [25, 26] and are presented in
Figure 6b. As shown, the u-velocity and temperature profiles along a vertical line
located at the middle of the cavity predicted by both methods fall on top of each
other, demonstrating for a third time the correct implementation of the new
coupled solver.

A summary of the number of iterations, the CPU time, and the CPU time per
control volume are presented for all grid sizes in Table 3. As depicted, the number of
iterations varies between 25, for a grid size of 10,000 control volumes, and 22, for a
grid size of 300,000 control volumes. The CPU time increases from 44.42 s for the
10,000 control-volumes case to 2020.93 s for the case of 300,000 control volumes.
On the other hand, the CPU per control volume increases from 0.0044 s to
0.00674 s when the grid size increases from 10,000 to 300,000 control volumes. This
represents around 51% increase in the solution cost per control volume for a 2,900%
increase in the mesh size. This performance of the coupled solver is further demon-
strated by the residual history plots of the continuity and momentum equations for
all grid sizes presented in Figures 7a–7f. Again, the plots reveal that the convergence
paths for all cases are similar and the convergence rate is nearly independent of the
grid size.

Table 2. Number of iterations and computation time required by the coupled

solver for the lid-driven flow in a skew cavity

Size Iterations CPU (s) CPU=CV (s)

10,000 17 30.08 0.00308

30,000 17 99.53 0.00332

50,000 18 177.24 0.00354

100,000 20 411.31 0.00411

200,000 21 877.54 0.00439

300,000 20 1272.14 0.00424

CV, Control volume.
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Figure 6. (a) Physical situation and streamlines of the buoyancy-induced flow in a trapezoidal cavity. (b)

Comparison of predictions obtained with the newly coupled solver against results generated using a com-

mercial code for the buoyancy-induced flow in a trapezoidal cavity.

Table 3. Number of iterations and computation time required by the coupled

solver for the buoyancy-induced flow in a trapezoidal cavity

Size Iterations CPU (s) CPU=CV (s)

10,000 25 44.42 0.00444

30,000 23 134.84 0.00449

50,000 22 233.92 0.00468

100,000 24 594.98 0.00595

200,000 23 1296.68 0.00648

300,000 22 2020.93 0.00674

CV, Control volume.
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CLOSING REMARKS

This article presented a fully coupled solver for the solution of laminar incom-
pressible flows on structured collocate grids in which the pressure equation is derived
in the same way as in the SIMPLE algorithm [1], yielding a set of diagonally domi-
nant equations. The performance of the coupled algorithm was demonstrated by
solving three laminar incompressible fluid flow problems: (1) flow behind a
backward-facing step, (2) lid-driven flow in a skew cavity, and (3) natural convection
in a trapezoidal cavity. Results showed that the CPU time per control volume is
nearly independent of the grid size.
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